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critical component of metabolomics research. With the rapid advances in analytical
tools such as ultrahigh-resolution chromatography and mass spectrometry, an in-
creasing number of metabolites can now be profiled with high quantification ac-
Email: liang li@ualberta.ca curacy. The increased detectability and accuracy raise the level of stringiness
required to reduce or control any experimental artifacts that can interfere with the
measurement of phenotype-related metabolome changes. One of the artifacts is the
batch effect that can be caused by multiple sources. In this review, we discuss the
origins of batch effects, approaches to detect interbatch variations, and methods to
correct unwanted data variability due to batch effects. We recognize that mini-
mizing batch effects is currently an active research area, yet a very challenging task
from both experimental and data processing perspectives. Thus, we try to be critical
in describing the performance of a reported method with the hope of stimulating

further studies for improving existing methods or developing new methods.
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1 | INTRODUCTION

Because of the need to use a large sample size for
achieving the desired statistical power of comparative

Metabolomics, focusing on the comprehensive and sys-
tematic analysis of small molecules in a biological system,
has become a rapidly growing field in many application
areas, including biomarker discovery (Xia et al., 2013), drug
development (Kell, 2006), and precision medicine (Wishart,
2016). Quantitative metabolomics uses analytical techni-
ques, such as nuclear magnetic resonance (NMR) spectro-
scopy and mass spectrometry (MS), to perform absolute or
relative quantification of metabolites in comparative sam-
ples with the main objective of investigating the metabolic
changes associated with phenotypes (Y. Wu & Li, 2016).

analysis (Button et al., 2013), metabolomics often in-
volves the analysis of hundreds or thousands of biological
samples, for which the analytical process itself may take
a long time. In addition, samples may be collected in
multiple batches from the same or different laboratories
(e.g., longitudinal studies and multicenter validation
studies). Although continuous analysis of all samples on
a dedicated platform is preferable, many studies have
been split into multiple batches due to limitations in
instrumental availability or the timeline of sample col-
lection (Thonusin et al., 2017). Here, a batch is defined as

Abbreviations: ANOVA, analysis of variance; CIL, chemical isotope labeling; ComBat, combating batch effects; HCA, hierarchical clustering analysis;
ICA, independent component analysis; IS, internal standard; LOESS, locally estimated scatterplot smoothing; LS, least-squares; NOMIS, normalization
using optimal selection of multiple internal standards; PBS, phosphate-buffered saline; PC, principal component; PCA, principal component analysis;
QC, quality control; QCM, quality control metabolites; QC-RFSC, quality control-based random forest signal correction; QC-RLSC, quality control-based
robust LOESS signal correction; QC-RSC, quality control-based robust spline correction; QC-SVRC, quality control-based support vector regression
correction; RSD, relative standard deviation; SVR, support vector regression; UMS, universal metabolome standard.
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a set of samples processed and analyzed by the same
experimental procedure (i.e., same operator and instru-
ment) in an uninterrupted manner (Wehrens et al.,
2016). Moreover, because of the high workload, some
large-scale studies are inevitably conducted by multiple
operators or even several collaborating laboratories (Goh
et al., 2017).

To process the data of multiple batches, some re-
searchers have successfully adopted a meta-analysis ap-
proach (Goveia et al., 2016; Patti et al., 2012), which
analyzes the datasets separately and then finds the
common significant metabolites in a second-order com-
parison. However, in a meta-analysis, the statistical
power of each subset is limited by its relatively small
sample size (Goh et al., 2017). As increasing sample size
can generally improve the statistical performance, mer-
ging data of multiple batches remains highly desirable for
in-depth metabolomics. For example, Salerno et al.
(2017) reported that doubling the sample size by com-
bining two batches increased the statistical power of their
analysis, with area-under-the-curve values of the
receiver-operating characteristic curves improved.

A major hurdle to merging multiple batches is the
existence of batch effects, which refer to the situation
that the quantitative results of different batches sig-
nificantly differ due to irrelevant factors (Leek et al.,
2010). In addition to biological variations associated
with the phenotypes being studied and other biological
factors, there are also analytical variations arising from
the experimental process or instrumental analysis.
Analyzed independently, each batch may have its un-
ique analytical variations. When multiple batches are
directly merged without proper treatments, the overall
analytical variability, a major confounding factor for
revealing the metabolic changes of interest, may sig-
nificantly increase, thereby hindering the statistical
performance. For instance, several studies have shown
cases that interbatch variations were more significant
than interphenotype variations, dominating in the sta-
tistical analysis and preventing the true metabolic
changes to be highlighted (Boccard et al., 2019; Deng
et al., 2019; Zhao et al., 2016). Moreover, when the
batch-group design is unbalanced (i.e., sample numbers
of a specific phenotype are not evenly distributed among
batches), batch-related variations can be confused with
interphenotype differences, and the corresponding
findings may become misleading (Baggerly et al., 2004).
Therefore, unidentified interbatch variability is a sub-
stantial challenge to the validity and reproducibility of
quantitative metabolomics discoveries.

In recent years, with rapid advances in sample pre-
paration methods and analytical techniques for accurate
quantification of an increasing number of metabolites,

metabolomics has become a popular high-throughput
tool for studying large numbers of samples (Dunn et al.,
2015; Fuhrer & Zamboni, 2015; Soininen et al., 2015). To
generate any meaningful results from large-scale meta-
bolomics, the impacts of interbatch variations must be
minimized by experimental or data-processing strategies.
In the literature, several experimental methods, such as
the use of internal metabolite standards (Bijlsma et al.,
2006; Fei et al., 2014), have been proposed to correct
batch effects in metabolomics. In addition, genomics and
proteomics, which were established earlier than meta-
bolomics, have also been facing the problem of batch
effects, and researchers have developed various compu-
tational approaches to remove or minimize batch effects
during data processing (Gregori et al., 2012; Haghverdi
et al., 2018; Karpievitch et al., 2009; Tung et al., 2017). As
all the omics data have the common form of measuring
multiple variables across a large number of samples,
some of these computational corrections can potentially
be applied to metabolomics. For example, the combating
batch effects (ComBat) function, which was originally
developed for microarray data, has also been used to
adjust metabolomics data (Reisetter et al., 2017; Sanchez-
Illana et al., 2018).

This review covers the topic of minimizing interbatch
variations in metabolomics. The origins of batch effects
are discussed first, followed by a summary of frequently
used methods for identifying and evaluating interbatch
variations. Next, existing strategies for batch effect cor-
rection are presented. Some techniques require addi-
tional experimental steps, whereas others directly adjust
the results using univariate or multivariate algorithms.
Finally, as there is no unified standard for dealing with
batch effects in metabolomics, we summarize the ad-
vantages and limitations of each strategy and emphasize
that the user may choose a combination of methods that
are most suitable to the data being studied or most
convenient for interstudy comparisons (Tables 1 and 2).

In the literature, there are publications covering the
topic of ensuring the overall quality of clinical metabo-
lomics (Long et al., 2020) or using computational tech-
niques to improve the quality of metabolomics data (Q.
Yang et al., 2020). Still, this review focuses explicitly on
the roles of experimental precautions and computational
adjustments in dealing with batch effects. With experi-
ence drawn from years of metabolomics work, we aim to
provide a more comprehensive and in-depth review of
the topic, including detailed introductions to various
methods, and to propose a standardized protocol to
overcome batch effects in quantitative metabolomics.

We note that as the selectivity, sensitivity and meta-
bolite identification ability of untargeted analyses have
been greatly improved, there is an increasing number of
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(Continued)

TABLE 1

Experimental
requirement

Main pitfalls

Most suitable situation

Reference

Correction method

Kuligowski et al. (2015)

QC-based support vector regression

correction

Sanchez-Illana
et al. (2018)
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Luan et al. (2018)

QC-based random forest signal

correction

Rong et al. (2020)

NormAE

Not easy to choose the best QCMs

Ideal QCMs are known

de Livera et al. (2012)

QCM-Remove unwanted variations

Quality control

Livera et al. (2015)

metabolites (QCMs)

Cannot cover batch effects arising before

The batch effects are mainly induced after

Guo & Li (2009)

CIL-liquid chromatography-mass

Chemical isotope

mixing with the reference sample

the individual samples are mixed with

the reference sample

Peng et al. (2014)

spectrometry

labeling (CIL)

attempts to merge targeted and untargeted metabolomics
(Cajka & Fiehn, 2015; Y. Li et al., 2012). Despite the fact
that in targeted metabolomics, normalization based on
isotope-labeled internal standards (IS), which are com-
monly available in targeted studies, is the gold standard
for irrelevant variability removal (Boysen et al., 2018),
many of the correction methods for untargeted metabo-
lomics can also be used for targeted analyses when re-
quired. Hereinafter, we will not discuss targeted and
untargeted approaches separately.

We also note that, though metabolome analysis may
include the detection of some lipids, lipidome analysis
often involves the use of a different workflow, including
dedicated lipid extraction protocols and optimized se-
paration conditions for lipids. As the extent of batch ef-
fects is dependent on the analytical techniques and
methods used, it would not be too surprising that batch
effects on lipidome analysis might be very different from
those for metabolome analysis. This review focuses on
batch effects on metabolome analysis. Some of the
methods reviewed in this paper might be applicable for
overcoming batch effects in lipidome analysis; however,
more studies on batch effects exclusively focused on li-
pidome analysis are still needed.

2 | ORIGIN OF INTERBATCH
VARIATIONS

Figure 1 illustrates the general experimental workflow of
quantitative metabolomics (Y. Wu & Li, 2016). Briefly,
biological samples are collected from the subjects with
proper pretreatments, such as filtration of urine, clotting
of blood, or metabolic quenching of cell cultures. After
collection, samples are temporarily stored under specific
conditions (e.g., in a -80°C freezer) until the analytical
work begins. The sample processing step further treats
the biological samples by extracting the metabolites and
making the final samples suitable for instrumental ana-
lysis. Then the raw data reflecting metabolite con-
centrations are acquired by analytical instruments,
whose performance determines the accuracy, precision,
and metabolome coverage of the measurement.

NMR and MS are the two leading instruments in
quantitative metabolomics. With nondestructive mea-
surement over a wide dynamic range, NMR-based me-
tabolomics generates highly reproducible quantification
results (Song et al., 2011). However, the relatively poor
sensitivity has limited its application in untargeted me-
tabolomics, which favors high metabolome coverage to
reveal more biological information (Issaq et al., 2009;
Zhang et al., 2012). On the contrary, MS-based analysis
has been coupled with chromatography or other
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TABLE 2 Performance comparison of five strategies for batch effect correction

Method
Sample-data- Chemical
Criteria driven Internal standards (ISs) Quality control isotope labeling
Remove batch effects induced during Depends Partially (best for No No
sample collection and storage metabolites with ISs)
Cover all metabolites detected in the Yes Partially No Yes
samples
Reference for each metabolite No Yes Yes Yes
Extra time or cost No high if many ISs are used Acceptable Acceptable

separation techniques to achieve high sensitivity and
metabolome coverage (Lu et al., 2008). The most widely
used MS-based platforms are gas chromatography-mass
spectrometry (GC-MS) (Jonsson et al., 2004; Kanani
et al.,, 2008) and liquid chromatography-mass spectro-
metry (LC-MS) (Theodoridis et al., 2008; B. Zhou
et al., 2012).

After data acquisition, the raw data are aligned to
form a matrix containing concentrations of metabolites
(i.e., variables) across the samples (i.e., observations). At
last, statistical analysis reveals the metabolic differences
between the phenotypes of interest. Additionally, in
some metabolomics studies, a preacquisition normal-
ization step is added to balance the total amount of

metabolites in each sample before instrumental analysis
(Y. Wu & Li, 2012, 2016), whereas other studies imple-
ment a postacquisition treatment in data processing to
computationally normalize the distribution of metabolite
concentrations in each sample (Peralbo-Molina et al.,
2015; Veselkov et al., 2011). Both normalizations can
help reduce the analyte-irrelevant variations, and their
roles in minimizing interbatch variations will be
discussed later.

During each step throughout the workflow of
quantitative metabolomics, analytical variations could
be introduced. In Figure 2, we summarize the major
sources of unwanted variations in quantitative meta-
bolomics, as well as the typical strategies to minimize

Pre-analytical Work

Sample Collection
(selection of sample type
and size)

Sample Pre-processing
(metabolic quenching,
centrifugation, filtration)

Sample Storage
(immediate freezing, store
as small aliquots to
minimize number of
freeze-thaw cycles)

FIGURE 1 Workflow for quantitative metabolomics (experimental part) (Adapted with permission from Y. Wu &amp; Li, 2016)

[Color figure can be viewed at wileyonlinelibrary.com]

Analytical Work

Sample Processing

(metabolite extraction,
chemical derivatization,
adjusting solvent/pH,
dilution or concentration,
spiking reference
standards or reference
control samples)

Pre-acquisition
Normalization
(Creatinine, osmolality,
UV absorbance, etc.)

Data Acquisition
(NMR, GC-MS, LC-MS)

Data Processing

Data Pre-processing
(peak picking, peak
filtering, peak alignment,
missing value retrieving,
post-acquisition

normalization, scaling)
Fl

Statistical Analysis
(univariate/multivariate)
7§ "r’
Metabolite Identification
(database search, use

authentic standards)

L/

Metabolite Quantification

(absolute or relative)



http://wileyonlinelibrary.com

6—‘—Wl LEY

HAN anp LI

unwanted variations. First, a well-balanced study design
can minimize the unwanted variations rising from ir-
relevant biological factors. Second, during the pre-
analytical stage, collection, initial preparation, and
storage of samples may induce unwanted variations.
Specifically, for each of these operations in a large-scale
study, batch-to-batch variations due to differences in
operators, collection containers, reagents, equipment,
and others may be introduced. Last, the analytical
process can be a major source of technical variations.
Similar to that in the preanalytical stage, the factors
leading to analyte-irrelevant variability include, but not
limited to, operators conducting the experiment, re-
agents and containers for processing the samples and
running the instruments, conditions of sample handling
during the sample workup, storage of processed samples
and standards, and the stability of analytical instru-
ments. In some cases, using different parameters to
process the raw spectra might be normal for multibatch
instrumental analysis, but there is also a potential risk
of increasing interbatch variations. To minimize and
control the technical variations during the preanalytical
and analytical stages, there is a need for developing and
implementing a stringent analytical workflow with
standard operating procedures (SOPs) in each step.
Overall, after the data collection is done, data normal-
ization and correction become the major strategy to
overcome any unwanted variations.

Biological Variations

Wanted
(factors of interest)

It has been noticed that operator bias may cause extra
variations in experimental research (Griffiths &
Rosenfeld, 1954; Saenz et al., 1999). For example, when
samples are transferred by manual pipetting, there is a
risk of operator-wise variability potentially due to dif-
ferences in pipetting techniques, as revealed in the study
by Pandya et al. (2010). When different batches of sam-
ples are processed by different operators independently,
the cumulative differences in sample volumes may be-
come nonnegligible.

Moreover, chemical reagents are often added to
samples during sample collection or preparation. A
commonly encountered example is that plasma samples
are collected into tubes coated with anticoagulants. It has
been reported that different types or concentrations of
anticoagulants can affect the results of metabolic profil-
ing (Barri & Dragsted, 2013; Chen et al., 2017). In a large-
scale metabolomics study of blood samples, if different
types or batches of collection tubes are used, there could
be interbatch variability arising from matrix effects. This
situation is likely to happen when samples are collected
in multiple hospitals or from multiple blood banks to
increase the sample size. Similarly, phosphate-buffered
saline (PBS), which is widely used as the diluent or
washing solution in tissue and cell metabolomics
(Gonzalez-Riano et al., 2016; Ser et al., 2015), also causes
concentration-dependent matrix effects to MS detection
(Han & Li, 2015). When the use of PBS is not strictly

Overall Variations

Technical Variations

FIGURE 2 Graphical representation of
sources of variations in quantitative
metabolomics and typical strategies to
minimize the unwanted variations [Color

figure can be viewed at

Unwanted Pre-Analytical Analytical
(other factors) Variations Variations
Sample Collection Operator
Solution:
Careful Study Design Pre-storage Sample Reagent and
« Preparation Container
0.'
.;' Sample Storage Storage
) H—J Instrument
S Solution: Data P i
. ata Processin
Stringent Workflow =

Data Normalization
and Correction

H_J

Solution: ]

Stringent Workflow

wileyonlinelibrary.com]
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standardized, samples processed in different batches may
experience batch-wise biases.

Sample storage condition, although sometimes over-
looked, is another important contributor to interbatch
variations, as conversion or degradation of metabolites
may slowly happen (Alvarez-Sanchez et al., 2010; Teahan
et al., 2006). Samples stored under nonidentical conditions
(e.g., different temperatures or different time lengths) may
have systematic differences in metabolome profile (Maher
et al.,, 2007; H. Zhou et al., 2006). Furthermore, freeze-
thaw cycles (FTCs) have an even stronger influence on
sample integrity (Hirayama et al., 2015; Sykes, 2007).
Unless all batches have experienced the same number of
FTCs, even small changes in metabolite concentrations
from each cycle can lead to a considerable number of
false-positive discoveries (Chen et al., 2020a).

A major part of interbatch variations comes from the
instrumental analysis step. In MS detection, sensitivity
drift over time and across batches is a significant source
of signal variability (Fernandez-Albert et al., 2014; Shen
et al., 2016). As metabolite quantification relies on the
intensities of the MS peaks, such a drift will lead to
varying measurement results even though the true values
are the same in different batches.

Also, when chromatography is coupled to MS, both
GC-MS and LC-MS face the problems of sample carry-
over and contamination building up, which may differ
across batches (Burton et al., 2008). It is interesting to
note that batch variations and correction methods used
are likely different for GC-MS and LC-MS. For example,
in a study examining various methods for correcting GC-
MS batch-effect on mouse serum analysis, it was found
that the use of total-signal-intensity for signal normal-
ization is better than the isotope-standard method (Zaitsu
et al., 2019). In LC-MS, the isotope-standard method
would perform better in general as it corrects for matrix
effect. In GC-MS, the matrix effect on metabolome ana-
lysis is less than that in LC-MS. It is not surprising that
the isotope-standard method did not effectively correct
the batch effect.

Possibly because NMR-based metabolomics requires
minimal pretreatment of biological samples (Markley
et al., 2017), which means it is less susceptible to ana-
lytical variations, in the literature, there are much fewer
discussions about batch effects in NMR-based metabo-
lomics than that of MS-based metabolomics. We note
that if the instrumental variability is significant in NMR
measurement and thus corrections are needed, many of
the computational approaches that remove batch effects
from MS data should also work for NMR data, as the
formats of results are similar (i.e., concentrations of a set
of metabolites across multiple samples). Hence, this re-
view will focus on MS-based metabolomics hereinafter.

The instrumental changes mentioned above, espe-
cially the intensity drift, can also happen gradually
within the data acquisition of a single batch of samples,
causing within-batch variations. When caused by the
same technical factors, interbatch and within-batch ef-
fects may have no clear boundaries in between. The
major difference can be that within-batch variations of-
ten follow a more continuous and monotonic pattern
than interbatch differences (Deng et al., 2019). Within-
batch variations may also affect the statistical analysis,
and it is often mixed with interbatch differences.
Although this review aims to summarize reported
approaches for minimizing interbatch effects, some of
the methods should also be applicable to perform within-
batch corrections.

3 | DETECTION AND
EVALUATION OF BATCH EFFECTS

In general, a three-step workflow is used to handle un-
wanted variations: (1) identifying the unwanted varia-
tions, (2) removing or accommodating the unwanted
variations in statistical analysis, and (3) evaluating the
performance of batch effect removal (Livera et al., 2015).
To handle batch effects, the first step is particularly im-
portant, because some batch effect removal methods
should only be conducted when necessary (Sanchez-
Illana et al., 2018), and choosing the best correction
approach depends on the sources and patterns of the
interbatch differences.

Many existing batch effect correction approaches are
developed to generate a batch-effect-free dataset by ex-
cluding affected metabolites or adjusting the measured
values of each metabolite (Salerno et al.,, 2017; Wang
et al., 2012). As these adjustments extensively modify the
original data, batch effect removal may lead to un-
predictable outcomes to the results (e.g., underestimated
or overestimated biological differences) and should be
conducted with caution (Nygaard et al., 2016). Particu-
larly, when there is no significant batch effect that would
interfere with the biological variations, batch effect re-
moval, which takes extra effort and time, becomes un-
necessary. Hence, instead of applying batch effect
removal to all datasets indistinguishably, we should first
assess the relative severity of batch effects compared to
the strength of biological effects.

In some studies where isotope-labeled internal stan-
dards are used, batch-wise variations can be straightfor-
wardly visualized by plotting the intensities of internal
standards against the injection order or batch number
(Kuligowski et al., 2014). However, for more complicated
untargeted metabolomic profiling, a more in-depth
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analysis of the dataset is required. Here, we review some
more commonly used computational strategies for de-
tecting and evaluating batch effects. For most of them,
information on the injection order or batch label is
needed.

3.1 | Principal component
analysis (PCA)

PCA is an unbiased dimensionality reduction method
that has been widely used in metabolomics (Worley &
Powers, 2013). It finds the principal components (PCs)
through a linear combination of a set of variables, with
the resulting PCs ranked by the percentage of total var-
iance that each can explain. The PCA score plot projects
all the samples onto the surface of PC 1 and PC 2, pro-
viding a simple and graphical overview of the data
without any extra assumptions.

Considering that the consequences of batch effects
are often complicated and even mixed with within-batch
variations, we prepared a simulated dataset based on real
serum metabolomics data, to demonstrate and explain
the batch effects in a simple way. Figure 3A shows the
score plot of this simulated dataset without batch effects,
including samples of phenotype A (in orange), samples of
phenotype B (in blue), and quality control (QC) samples
(in green). Because QCs are experimental replicates of
the same sample, the average distance between them
represents the analytical variability. Phenotype A is
clearly separated from phenotype B, indicating that there
are significant metabolic differences between the two
phenotypes. The distance between the two groups
represents the interphenotype variability, which we are
most interested in.

Figure 3B shows the analysis of the same set of
samples, but during the second half of instrumental
analysis, the measurement experienced a 20% intensity
drop. Strong batch effects make the between-batch
variability predominant on the score plot, as the two
batches are clearly separated on PC 1. In this example,
the PCA score plot directly displays the clustering of
batches to prove the existence of batch effects.

We note that in real-world data, the newly emerging
nonlinear regression models may better fit the compli-
cated changing patterns of batch effects mixed from
multiple sources. However, unlike searching for bio-
markers, we will not care too much about the details of
interbatch variations when their contribution to the
overall variation is minor. As an easy-to-use un-
supervised analysis, PCA can best serve the needs of
evaluating the severity of batch effects over biological
variations without any bias.

3.2 | Guided PCA
Usually, the PCA approach only examines the first few
PCs. When the interbatch variability is not one of the
largest sources of variance, PCA is not able to identify the
batch effects (Benito et al., 2004). Although the batch
effects are relatively insignificant when compared with
the overall variance, it may still be strong enough to in-
terfere with the interphenotype variability, especially
when the latter is not very large (Chen et al., 2020a).
Guide PCA is designed as an extension of the traditional
PCA to deal with this situation (Reese et al., 2013).
Briefly, batch information is included in the PCA
modeling so that the resulting top PCs will prefer ex-
plaining interbatch variability. Afterward, a & value,
which is the ratio of PC 1 from guided PCA to that from
PCA, is calculated to evaluate the severity of batch var-
iations. As a numeric value between 0 and 1, the larger &
is, the stronger the batch effects are. A permutation test is
performed to determine the statistical significance of &,
and an empirical p-value is given to the users. For the
data set in Figure 3, when there is no significant batch
effect, § is only 0.244 (p < 0.718), but when batch effects
occur, § dramatically increases to 0.900 (p < 0.001), in-
dicating the existence of batch effects.

3.3 | Hierarchical clustering
analysis (HCA)

HCA partitions the samples into homogenous groups
according to their similarity (Johnson, 1967), and visua-
lizes the hierarchy of samples by a dendrogram. If batch
effects exist, samples will tend to cluster by batch label
(Leek et al., 2010). For observing batch effects, HCA is
less quantitative and more susceptible to other variances
than the other methods.

3.4 | QC-based analysis

The use of QC samples is a powerful means of assuring
high-quality data and has become a routine practice in
metabolomics (Godzien et al., 2015). In most cases, QCs
are prepared by either spiking metabolites with known
concentrations into blank matrix samples or pooling
aliquots from some or all of the individual samples
(Sangster et al., 2006). During GC-MS or LC-MS analysis,
QCs are injected and analyzed at intermittent points
throughout the entire sequence of running samples.
Theoretically, all QCs should have the same measured
concentration of every single metabolite, as the true
concentration and sample matrix are identical among
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FIGURE 3 (A) Principal component
analysis (PCA) score plot showing the
separation between two phenotype groups in a
data set without significant batch effects. The §
value from guided PCA is also provided. (B)
PCA score plot and guided PCA result showing
the separation between the same biological
samples in (A) when strong batch effects exist.
(C) Histogram showing the distributions of
metabolite quantification relative standard
deviations (RSDs) among quality controls (QCs)
(green) and samples (blue) for the batch-effect-
free data set in (A). (D) Histogram showing the
distributions of metabolite quantification RSDs
among QCs (green) and samples (blue) for the
batch-effect-affected data set in (B). The data set
is simulated by adding a simple and clear batch
effect pattern to real data of serum
metabolomics [Color figure can be viewed at
wileyonlinelibrary.com]
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QCs. The differences among QCs, which are usually
minimal, reflect the analytical variability induced during
sample processing or data acquisition (Burton et al.,
2008). When interbatch variability becomes considerable,
the inter-QC variations also increase.

The relative standard deviation (RSD) of each me-
tabolite among the QCs is a commonly used indicator of
inter-QC variations. For absolute quantification, the
United States Food and Drug Administration has issued
a Bioanalytical Method Validation Guidance for In-
dustry, requiring the RSD among replicates in bioana-
lytical methods to be below 15%. When the analyte's
concentration is at the limit of quantification, the
guidelines allow variations at 20%, instead of 15%. In
untargeted metabolomics analysis, as it is challenging to
achieve complete absolute quantification of all meta-
bolites, there are no regulatory guidelines governing
accuracy and precision. A typically accepted RSD
threshold in biomarker discovery studies is 30% (Wang
et al., 2012; Zhao et al.,, 2016). Because untargeted
analysis detects many metabolites at the signals of above
the detection limit and below the quantification limit,
relaxing RSD values to 30% seems to be reasonable.
Moreover, in untargeted metabolomics, it is a common
practice to exclude a metabolite when the metabolite's
RSD in QCs is larger than a specific threshold (e.g., 20%)
(Vinaixa et al., 2012). During this process, batch effects
can lead to a problem that many informative metabo-
lites, which could become biomarker candidates, are
considered to be quantitatively unreliable and then
wrongly removed.

Figures 3C and 3D are the distributions of RSD values
of all metabolites in the two datasets corresponding to
Figures 3A and 3B. The green histogram represents the
QCs and the blue histogram is for the samples. With no
batch effects, the median RSD among QCs is 7%, showing
excellent analytical repeatability. The median RSD of
samples is 28%, which means biological variability is
clearly greater than analytical variability. When there are
batch effects, the median QC RSD significantly increases
to 14%, suggesting much larger analytical variations.
With the median RSD of samples only slightly increased
to 31%, the analytical variability becomes more sig-
nificant compared with biological variability.

Because large inter-QC differences do not directly
indicate the existence of batch effects, we may first
group the QCs into batches and calculate the median
RSD for each batch, then examine if the median RSD
remarkably goes up when the batches are combined
(Kirwan et al., 2013). Also, as RSD is susceptible to
outliers, sometimes the ratio of interquartile range to
the median is used as a more outlier-resistant alter-
native (Myers et al., 2012).

With known batch labels, analysis of variance
(ANOVA) can also be used to test if the mean value of a
QC metabolite in one batch is statistically different from
those in other batches (Gregori et al., 2012). ANOVA tells
how many QC metabolites are potentially affected by
interbatch variations and generates a list of them. The
main limitation of QC-based assessment is that a rela-
tively large number of QCs are required in each batch to
accurately reflect the batch effects. Although QCs are
commonly used in metabolomics, for some small-scale
studies, a user may choose to run no more than five QCs
in each batch.

4 | CORRECTION OF BATCH
EFFECTS

When the existence of strong batch effects is confirmed,
actions are required to avoid confounding effects in data
analysis. Various strategies have been proposed to re-
move or minimize batch effects. Some of them adjust
each metabolite independently, whereas others imple-
ment multivariate procedures. Although an adequate
number of ISs or QCs can facilitate many advanced
correction strategies, methods solely relying on the
sample data may also generate satisfying performance.
Here, we summarize these experimental or computa-
tional strategies that can be used to improve the data
quality for quantitative metabolomics. (Table 1). Table 2

highlights the performance comparison of these
methods.
4.1 | Sample data-based normalization

Sample data-based normalization is the most extensively
used data correction strategy in metabolomics. As the
data-driven methods do not require any additional ex-
perimental elements, such as ISs or QCs, they help with
lowering the cost and complexity of the overall study. In
particular, when ISs and QCs are unavailable or in lim-
ited numbers, these methods are indispensable. They
are also complementary with the IS- or QC-based
approaches.

Postacquisition sample normalization has been a
routine practice in metabolomics. Although the main
purpose is often to offset the differences in total meta-
bolite concentration among samples (Y. Wu & Li, 2016),
many statistical normalizations can also correct the batch
effects, especially those caused by sample pipetting or
extraction.

The simplest approach is the median normalization,
which adjusts the data to make all samples have the same
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median concentration (represented by MS peak intensity
or peak area), which is normalized to 1 in most cases
(Atwal et al., 2015). Similarly, Unit-norm scales the data
of each sample to make the sum of all metabolite con-
centrations equal to 1 (Scholz et al., 2004). Probabilistic
quotient normalization, on the contrary, assumes that
the detected intensities of most metabolites are affected
by dilution only, and normalizes samples to a reference
sample by probable quotients (Di Guida et al., 2016).
Similarly, quantile normalization is another sample-wise
adjustment making all the samples have the same dis-
tribution (Brodsky et al., 2010). The statistical normal-
izations lie in the assumption that the distributions of
metabolite intensities are similar among samples from
multiple batches (Deng et al., 2019). Although this as-
sumption is not always true, these simple normalizations
can still be used as an additional correction during data
processing.

Matrix factorization methods, on the contrary, de-
compose the data matrix into mutually orthogonal sub-
matrices associated with different effects and then
remove the batch-dependent components. Two-way
ANOVA has been a popular choice to decompose the
data matrix to submatrices according to phenotypes and
batch labels so that the interphenotype variability and
interbatch variability are separated (Boccard et al., 2019).
Similarly, the EigenMS tool first preserves the
phenotype-related variations using ANOVA, and then
applies singular value decomposition to identify and re-
move batch effects from the residual (Karpievitch et al.,
2014). These methods may face difficulties in handling
data with missing values or missing samples, and a large
sample size is preferred for optimal performance.

To deal with the limitations of matrix factorization
and lower the risk of removing real biological changes,
ComBat (Johnson et al., 2007), which is widely used in
genomics, has also been implemented to adjust metabo-
lomics data. ComBat corrects the data based on an em-
pirical Bayesian framework, and it is good at adjusting
batches with small sample sizes. Although no extra ex-
periments are required, a well-balanced batch-group de-
sign is crucial for both ANOVA and Combat. Nygaard
et al. (2016) have thoroughly discussed this issue and
pointed out that using ComBat or ANOVA to adjust an
unbalanced dataset may deflate or inflate the differences
between phenotypes.

WavelCA, a more recently developed method, adopts
wavelet transform and independent component analysis
(ICA) to decompose the data matrix (Deng et al., 2019).
In a well-randomized analysis sequence, the switching
between phenotypes through the analysis time is very
frequent, making it possible to use time-scale frequency
to isolate the slower-changing interbatch differences

from interphenotype variations. Figure 4 shows the in-
tensity of a selected metabolite against injection order
and batch in the original data and in those processed
with four different batch effect correction methods. Al-
though ComBat effectively adjusted the interbatch dif-
ferences, it is not designed to handle the within-batch
drift. Despite the requirement of an ideal block design
during the LC-MS analysis, Deng et al. (2019) demon-
strated that WaveICA had better correction performance
than ComBat (Table 1).

4.2 | IS-based methods

Isotope-labeled ISs, which are widely used in targeted
analysis, can effectively cope with analytical variations
during the analysis. Spiked into the samples right after
sample collection, ISs and analytes experience the same
sample handling and instrumental analysis steps. After
data acquisition, the concentrations of each metabolite
are normalized by taking the ratio of its intensity to that
of the corresponding IS.

In the work of Bromke et al. (2015), a **C-labeled IS
was used to normalize all the detected metabolites.
Theoretically, when the MS peak intensity of a metabo-
lite is enhanced or reduced by batch-related matrix ef-
fects or instrumental drift, the same effects happen to the
IS. Consequently, the absolute intensities of the meta-
bolite and the IS may vary, but the relative concentration
to the IS remains constant. As the ISs are spiked into the
samples, they experience all following technical varia-
tions together with the analytes, so all unwanted effects
induced after adding the ISs can be monitored and cor-
rected. Unlike the QCs, which cannot gauge the varia-
bility during sample collection, the ISs are added to the
samples at the very beginning of the study. Thus, all
interbatch variations can be captured. Furthermore, the
IS approach has the flexibility of evaluating and nor-
malizing the variations of each experimental step sepa-
rately. In the microbial metabolome analysis platform
proposed by van der Werf et al., ISs were added at each
experimental stage to correct the analytical variations
arising from that stage (van der Werf et al., 2007).

We note that although adding ISs right after sample
collection is the ideal approach to monitor variations
induced during sample handling, it is practically difficult
as biological samples are often collected by health pro-
fessionals rather than researchers. Hence, we believe
spiking in ISs after the first freeze-thaw cycle, which
would be more achievable, is the second-best approach
and should be recommended in metabolomics. The
downside of this second-best strategy is that any un-
wanted variations caused by the first FTC cannot be
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Intensity of a selected metabolite changing with injection order and batch, (A) before and after applying (B) WaveICA, (C)

combatting batch effects (ComBat), (D) quality control-based robust locally estimated scatterplots moothing signal correction (QC-RLSC),
and (E) independent component analysis (ICA). Red points represent QCs and blue points represent samples (Adapted with permission
from Deng et al., 2019) [Color figure can be viewed at wileyonlinelibrary.com]

corrected. Studies to understand the FTC effects with a
hope to minimize or eliminate the FTC effects are still
ongoing. On the basis of our current knowledge, if all
samples have experienced only one FTC, the impact of
FTC effects on biomarker discovery will be limited (Chen
et al., 2020a).

Using a single IS is a simple and economical ap-
proach, but it relies on the dubious assumption that all
metabolites would respond to batch-related interferences
in the same way as the IS does. With the highly diverse
physical and chemical properties of metabolites, this as-
sumption is not very likely to be true. To overcome this
challenge, more studies have included multiple ISs, with
one or several standards representing a class of metabo-
lites (S. Yang et al., 2010; Zukunft et al., 2013). Regard-
less, having multiple ISs is still not a perfect solution.
First, as it cannot be guaranteed that all metabolites in
the same class behave similarly during the analysis, the
number of ISs should be as large as possible. Ideally,
every single metabolite should have its isotope-labeled IS.
However, an untargeted metabolomics study typically
can detect more than a thousand metabolites, with many
unidentified. Hence, it is not practically possible to have
ISs for all metabolites. For most laboratories, the cost of
acquiring or making even hundreds of isotope-labeled
standards is beyond the reach (Ejigu et al., 2013). Second,
even if a metabolite has an isotope-labeled counterpart
being analyzed together in LC-MS, the two forms do not

encounter the same instrumental variability when they
do not coelute, which is very common for deuterium-
labeled standards (Stokvis et al., 2005).

To deal with the challenge that representative ISs
cannot perfectly reflect the behaviors of all metabolites,
Sysi-Aho et al. (2007) developed a computational method
called normalization using optimal selection of multiple
internal standards (NOMIS). For each metabolite, the
changing patterns of multiple ISs are examined and used
together to calculate an optimal normalization factor.
The authors reported that NOMIS outperformed direct
correction using ISs for three metabolites. The limitation
of this strategy is that when the mathematical assump-
tions are violated in a real dataset, some biological var-
iations of interest may also be removed (de Livera et al.,
2012). Redestig et al. (2009) further considered the in-
fluences of analytes on ISs and proposed a cross-
contribution-compensating multiple-standard normal-
ization approach to correct the cross contributions.

More recently, Boysen et al. (2018) developed the
best-matched internal standard normalization approach.
In this method, QC samples containing a collection of
isotope-labeled ISs are repeatedly injected into the LC-
MS system throughout the analysis. When the QC RSD of
a metabolite is larger than 10%, the metabolite is nor-
malized by each IS candidate and the RSDs after nor-
malization are calculated. Finally, the IS generating the
smallest RSD is chosen for the normalization of the
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specific metabolite. With a carefully chosen set of ISs,
this strategy may overcome the challenges of IS-based
normalization. The remaining challenge is that the cor-
rection only works for the metabolites detected in QC
samples.

4.3 | QC-based correction

With QC samples analyzed intermittently throughout the
instrumental analysis, it becomes easier to monitor the
change of instrumental performance. For example, QCs
can reflect the gradual change of instrument sensitivity,
which is extremely useful for correcting within-batch
variations. Furthermore, QCs provide a quantitative cri-
terion for assessing the performance of batch effect re-
moval, that is, the QC RSDs should become smaller.

Similar to the statistical normalizations, a simple and
straightforward way of QC-based batch effect correction
is to build a regression model between the total signal of
each QC and the injection order or batch number (Wang
et al.,, 2012). Regardless, considering that different me-
tabolites may have different responses to batch effects, a
more popular strategy is to study the QC metabolites
separately. In other words, for each metabolite existing in
QCs, we can find a mathematical pattern describing its
concentration change as a function of injection order or
batch number. Because samples are “bracketed” in be-
tween of QCs, we assume that the changing patterns of
QCs also apply to the samples. When the batch in-
formation of samples is substituted into the model, we
can acquire the predicted batch variations. Finally, the
predicted batch variability is subtracted from the original
data to generate a batch-effect-free dataset for statistical
analysis.

In fact, a large variety of regression-based methods
have been established to correct batch effects. A qualified
QC-based correction should not only accurately fit the
complex inter- and within-batch variations, but also be
resistant to overfitting. To achieve this goal, although
linear least-squares (LS)-regression-based correction can
significantly improve the quality of data with better
performance than other traditional data-based normal-
ization methods (Wang et al., 2012; Wehrens et al., 2016),
nonlinear or nonparametric models are more frequently
adopted due to the complexity of batch-related changing
patterns.

A LOESS (locally estimated scatterplot smoothing)
algorithm, which is also known as moving regression, is
often used for curve smoothing, and the corresponding
correction method is named QC-based robust LOESS
signal correction (QC-RLSC) (Dunn et al., 2011). Alter-
natively, cubic smoothing spline algorithms are also

WILEY—2

popular choices of curve fitting for batch effect removal,
with the method termed QC-based robust spline correc-
tion (QC-RSC) (Brunius et al., 2016; Kirwan et al., 2013).
Thonusin et al. (2017) reported that QC-RLSC, QC-RSC,
and a QC-based LS quadratic regression performed
equally well to correct their dataset.

In addition to curve fitting, various nonparametric
approaches have been developed to fit the interbatch
changes. On the basis of the support vector regression
(SVR), which projects the data to a higher-dimensional
space and then builds a linear model there, QC-SVR
correction tools (QC-SVRC) have been developed
(Kuligowski et al., 2015; Sanchez-Illana et al., 2018).
Shen et al. (2016) compared QC-SVRC with QC-RLSC,
and reported that although both methods significantly
reduced the QC RSDs, the prediction ability of QC-RLSC
was relatively poorer and there was a high risk of over-
fitting. This observation is consistent with Figure 4 where
the performance of QC-RLSC was not as good as Wa-
velCA for correcting interbatch or intrabatch variations.
On the contrary, Rong et al. (2020) reported that their
NormAE algorithm, which was built on deep neural
networks, demonstrated stronger correction power than
WaveICA. Furthermore, Luan et al. (2018) processed a
dataset using QC-RLSC, QC-SVRC, and a random forest-
based method (QC-RFSC), and the results showed that
QC-RFSC outperformed the other two corrections.

Notably, the correction of batch effects is not limited
to only one method at a time. Rodriguez-Coira et al.
(2019) implemented a combination of two algorithms,
QC-SVRC followed by normalizing the shift of QC
median, to achieve the optimal correction performance
for their serum metabolomics data. Furthermore, as we
suggested earlier, a data-driven correction can be used
together with a QC-based method to maximize the
performance.

QC-based methods provide an efficient and low-cost
way to remove interbatch variations when compared
with IS-based approaches. As metabolomics studies
usually include running QC samples, using QCs should
not take much extra time and effort. Having plenty of
QCs is crucial for maximizing the performance of the
correction and lowering the risk of overfitting (Rong
et al., 2020). However, injecting too many QCs will sig-
nificantly extend the analysis time, which means more
noticeable instrumental drift is likely to happen
(Kuligowski et al., 2015; Wehrens et al., 2016). Also,
using a pooled sample as QC is highly preferred for these
correction methods to cover all metabolites detected
among the samples, but when the available amount of
each individual sample is limited, it becomes difficult to
make a large amount of QC. At last, as stated previously,
QC-based normalization cannot cover the interbatch
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differences before QC samples are made (e.g., the varia-
tions during sample collection).

4.4 | Selected QC metabolite (QCM)-
based correction

QCMs are the metabolites existing in biological samples
but assumed to be unrelated to the phenotypes according
to the known biological background (de Livera et al.,
2012; Livera et al., 2015). The algorithm of the QCM-
based correction methods assumes that QCMs are not
changing across samples, which means their variations
are all irrelevant. Therefore, QCM-based correction
identifies not only batch effects but also other sources of
unwanted variations. The limitation of this approach is
that the performance is highly dependent on the selec-
tion of QCMs. In a real-world metabolomics study where
the target metabolome is not fully understood yet, the
selection of these negative controls may not be very easy
(Salerno et al., 2017).

4.5 | Chemical isotope labeling-based
correction

As discussed earlier, although QC-based correction
methods have been greatly enriched and improved,
identifying batch effects in each individual sample is
mainly based on prediction, which is less accurate than a
true experimental reference. Despite high costs and
limited availability of standards, IS-based strategies have
their irreplaceable advantages. Researchers have spent
lots of effort to expand the availability of ISs. For ex-
ample, using isotope-enriched substrates, we can culture
a fully isotope-labeled cell extract, which contains a
complete isotope-labeled metabolome that can be used as
the reference (Weindl et al., 2015; L. Wu et al., 2005).
However, this approach is not practically possible for
analyzing samples that cannot be cultured in isotope-
enriched media, such as biofluids, human tissues, and
many other types of samples.

Alternatively, a reference sample, such as a pooled
sample, can be isotope-labeled after sample collection.
The chemical isotope labeling (CIL) method (Guo & Li,
2009), which is mainly focusing on LC-MS applications,
realizes relative quantification through a chemical deri-
vatization reaction with isotopic labeling reagents. More
specifically, a tag group is attached to every single me-
tabolite in an individual sample, and in the meanwhile,
the isotopic counterpart of the labeling group (e.g., a **C-
labeled reagent) is attached to the same metabolite in a
reference sample. After the labeled samples are mixed,

the metabolite from the reference sample serves as the
internal standard.

The CIL method is very different from the IS method,
although they share the same keyword, “isotope.” The
major advantage of CIL LC-MS is the significant expan-
sion of the metabolome coverage through improved LC
separation and enhanced MS detection by using ration-
ally designed reagents for labeling metabolites. At the
same time, every single metabolite, detected in the QCs
or not, has its isotope-labeled IS to overcome analytical
variations. After the individual sample is mixed with the
heavy-isotope-labeled reference sample, the pair of la-
beled metabolites will experience the same analytical
variations, and thus the relative quantification will not be
affected anymore. Figure 5 shows an example of a dif-
ferentially chemical-isotope-labeled metabolite detected
in two batches (some of the runs in batch 1 had en-
countered a small leak in LC) (Chen et al., 2020b). The
absolute intensities of peaks shown in the mass spectra
were changed, whereas the peak ratio remained to be
similar. Unlike the computational batch correction stra-
tegies suffering from artificial biases or overfitting, CIL
LC-MS provides a complete set of ISs so that the quality
of adjustment is guaranteed.

Traditionally, the reference sample in CIL LC-MS is
prepared by pooling all the individual samples of a study.
However, when the sample collection and analysis are
done in batches, it may be inconvenient to generate the
pooled sample from individual samples in all batches. In
some cases, the available amount of each individual
sample is very limited and thus taking an aliquot from
each sample for pooling may not be feasible. To facilitate
the application of CIL LC-MS to large-scale metabo-
lomics, Peng et al. (2014) proposed a universal metabo-
lome standard (UMS) method. Available in large
amounts, the UMS is a pooled sample of a specific
sample type. The UMS can serve as the reference sample
for multiple batches and even multiple studies. Using the
UMS-based CIL LC-MS approach, the authors analyzed
multiple batches of urine samples and achieved excellent
reproducibility.

It should be noted that the CIL LC-MS platform alone
can only offset analytical variability induced after the
labeled individual samples are mixed with the labeled
reference sample. Therefore, a stringent experimental
workflow is needed to avoid batch effects during sample
handling. CIL-based preacquisition normalization
methods have been developed to deal with systematic
variations during sample collection and treatment (e.g.,
dilution effects and pipetting errors) (Y. Wu & Li, 2012).
Still, the user should make sure that there are no strong
matrices or contaminations introduced to some of the
batches (Han & Li, 2015).
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FIGURE 5 Expanded mass spectra of
dansyl labeled proline detected from (A) a
quality control (QC) rat plasma sample in Batch
1, (B) a different QC sample in Batch 1, (C) a QC
sample in Batch 2, and (D) a different QC
sample in Batch 2. The QC sample was prepared

by mixing an equal mole amount of the "*C-
labeled and '*C-labeled pooled samples and
injected into liquid chromatography-mass
spectrometry after every 10 sample runs. A total
of 468 rat plasma samples were analyzed over a
period of 15 days in three batches (Adapted with
permission from Chen et al. 2020b) [Color figure

can be viewed at wileyonlinelibrary.com]
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5 | EVALUATION OF BATCH

EFFECT REMOVAL

The last step of the batch effect handling workflow is to
evaluate the performance of batch effect removal. Theore-
tically, all the batch effect detection methods discussed in
the previous section can be applied for evaluation. For ex-
ample, PCA plots before and after correction are often
compared to visually demonstrate the improvement of
clustering (Deng et al., 2019; Rong et al., 2020). However,
visually improved clustering may not be quantitative en-
ough to assess the difference in an objective manner
(Cuklina et al., 2020). To quantitatively evaluate the PCA
result, Goodpaster and Kennedy (2011) proposed a stick plot
showing the Euclidean distance between each sample point
and the centroid of the phenotype group that it belongs to.

Figures 6A and 6B show this type of stick plots for the
datasets without and with batch effects, as discussed in
Figure 3. In these plots, the number below the group
label is the mean distance between samples in that group
and its centroid, and the horizontal line represents the
distance between the group's centroid to that of the
baseline group (in this case, the QCs). Additionally, each

vertical stick, centered at the horizontal line, reflects the
distance between an individual sample and the centroid
of its phenotype group. In this way, we can quantitatively
observe that batch effects can remarkably increase the
within-group variance, compared to the intergroup var-
iance. Especially when QCs are not available, PCA has
been proved to be a robust method for evaluating the
effectiveness of batch effect removal, and as discussed
previously, guided PCA can serve as another powerful
tool to quantitatively measure the PCA results.

If there is a large number of QCs available throughout
the study, QC-based information is often examined to
check the elimination of batch effects. Specifically, in
PCA analysis, the mean distance (Shaham et al., 2017) or
median distance (Shen et al., 2016) between QCs is fre-
quently used to evaluate analytical variability. As shown
in Figures 6A and 6B, compared to the dataset with
significant batch effects, whose QC mean distance is
13.69, the batch-effect-free dataset has a much better
clustering of QCs with a mean distance of 1.81. Similarly,
the Silhouette plot, which comprehensively assesses the
clustering in a quantitative manner, is also a useful tool
to evaluate the correction (Sdnchez-Illana et al., 2018).
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FIGURE 6 (A) Stick plot showing the intergroup and
within-group distances for the principal component analysis (PCA)
plot in Figure 3A. (B) Stick plot showing the intergroup and within-
group distances for the PCA plot in Figure 3B. (C) Box plot showing
the distribution of quality control-relative standard deviations (QC
RSDs) in Batches 1 and 2 for the batch-effect-free data set in
Figure 3A. (D) Box plot showing the distribution of QC RSDs in
Batches 1 and 2 for the batch-effect-affected data set in Figure 3B
[Color figure can be viewed at wileyonlinelibrary.com]

Additionally, as discussed in the batch effect detec-
tion section, we may group the QCs by batches and ex-
amine the RSDs. Figures 6C and 6D are the box plots
showing the distributions of QC RSDs in the two batches,
as well as among all QCs, without and with batch effects,

respectively. In a dataset with strong batch effects, as
shown in Figure 6D, the median of QC RSDs among all
QCs is significantly larger than that of a single batch.
However, in Figure 6C, the two batches have similar QC
RSD distributions, and there is no noticeable change
when we examine them together.

A remaining problem with the QC-based evaluation
is that when overfitting happens, the correction may
work well with QCs but perform poorly on other sam-
ples. To overcome this problem, Fan et al. (2019) pro-
posed a fivefold cross-validated QC RSD (cvRSD)
approach by randomly splitting QCs into training sets
and testing sets.

In addition to assessing the removal of batch effects,
some studies also mentioned the importance of evaluat-
ing the retention of biological information by examining
the number of detected metabolite biomarkers and their
discriminative powers (B. Li et al., 2017; Rong et al.,
2020). Although this is an important aspect, there are
practical difficulties for biomarker discovery studies
where the true biomarkers are unknown and false posi-
tives may come from both batch effects and batch effect
removal. Overall, PCA-based analyses, together with
trends demonstrated by QCs, are sufficient to evaluate
batch effect removal in most cases.

6 | MINIMIZING BATCH
EFFECTS IN LARGE-SCALE
METABOLOMICS

With more advanced analytical platforms and the need to
study subtle metabolic perturbations, the typically re-
quired sample size of metabolomics studies has been
increasing. Generally, the sample size used for a clinical
study is dependent on the nature of the study and the
complexity of the system. For example, the sample size
requirement for discovering biomarkers of dementia
would be very different from that for brain tumors using
human tissues (e.g., brain tissues). Referring to large-
scale metabolomics, we mean the sample size is suffi-
ciently large for discovering and validating biomarkers
for a clinical study. In real-world applications, the sample
size is far larger than those used in the initial discovery
projects, requiring analysis in batches and proper data
processing. As discussed earlier, the discovery and vali-
dation of biomarkers involving multiple sites can be ad-
vantageous over a single site analysis. Moreover, with
quantitative metabolome profiling becoming a mature
analytical platform, data sharing among the metabo-
lomics community is viewed as the next important step
to accelerate the development of the field (Haug et al.,
2012; Sud et al., 2015).
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Ideally, the performance of a robust biomarker for an
application such as diagnosis of a disease will not be
significantly affected by batch effects, including varia-
tions in instruments and operators. However, small dif-
ferences between data from batches are unavoidable in
such large-scale projects. In the past, wrong conclusions
from studies misled by analytical variations raised ser-
ious concerns about the application of omics techniques
in clinical testing (Ransohoff, 2005).

Nonetheless, the discovery of a biomarker also de-
pends on the extent of changes caused by the phenotype.
If the changes are much greater than those from un-
wanted factors, one can always detect some significant
changes when comparing the groups with and without
this phenotype. Hence, when we analyze the result at
each site independently and then merge the biomarker
lists, which is also known as the meta-analysis, only the
biomarker candidates with the most significant changes
would be consistently recognized. Any metabolites with
changes that can be influenced significantly by unwanted
variations are not likely to be commonly detected at
different sites. Therefore, with the use of proper data
analysis workflow, the biomarkers commonly found in
multisite studies would be more reliable.

Still, to discover a moderately robust biomarker or to
monitor a specific metabolite of interest in a large-scale
study, we need to minimize the extent of unwanted
variations including batch effects. In addition to meta-
analysis, further standardization of metabolomics proto-
cols will make it possible to merge data of multiple stu-
dies on the same biological effects, which may lead to
more profound findings. Therefore, minimizing the im-
pacts of unwanted variations, including batch effects, is
crucial for the future applications of quantitative
metabolomics.

Given the various potential sources of batch effects, it
is obvious that a careful study design, along with stan-
dardization of the experimental workflow, will help
minimize interbatch variations. Despite that study design
is a broad topic for revealing the true biological meanings
effectively, here we emphasize planning for the con-
sequences when samples are split into batches. For ex-
ample, if samples are collected from blood banks, they
should come from the same batch to avoid incon-
sistencies in sample collection practice (Long et al.,
2020). Also, as mentioned in the previous section, all
biological factors that could potentially be evaluated in
the following analysis should be balanced among the
batches. Furthermore, if operators at different sites fol-
low the same stringent experimental protocol to handle
samples and to operate instruments, the systematic dif-
ferences will be minimized. Researchers have also pro-
moted automated systems for sample handling to reduce

unwanted experimental variations to the minimum
(Long et al., 2020).

Instrumental drift over time and across batches may
be more challenging to control. We can set up SOPs to
lower the chance of the unexpected drift. For example,
before the analysis begins, we can prepare sufficient vo-
lumes of the LC mobile phases, clean the LC and ioni-
zation source, and condition the computer (Rodriguez-
Coira et al., 2019). Moreover, we recommend frequently
monitoring the intensity of the ISs or QCs throughout the
analysis so that the instrumental variability can be no-
ticed in a timely manner. Even if considerable interbatch
variations still exist after taking these precautions, the ISs
or QCs can very well capture the pattern of instrumental
variations and therefore, the computational correction
methods are available for reducing the batch effects.

It should be noted that the data-based normalizations
and QC-based regression methods have limitations,
especially on the real-world data with complicated
compositions and not well-balanced experimental de-
signs. As Nygaard et al. (2016) suggested, rather than
using these corrections to generate a batch-effect-free
data set, it is better to take batch effects into account in
statistical analysis. For example, Salerno et al. (2017)
have applied an RRmix (random main effect and random
compound-specific error variance with a mixture model)
method to achieve simultaneous main effect detection
and batch effect removal. RRmix excludes batch effects
without prior knowledge about the nature of batch ef-
fects and detects the significant metabolites with im-
proved sensitivity and specificity.

Despite the limitations and potential risks of batch
effect removal, there is still a pressing need for having
batch-effect-free data, as it becomes easier to incorporate
other novel data analysis techniques, such as machine
learning (Cuklina et al., 2020). Regardless, careful study
design and stringent experimental protocols are the most
important measures to minimize batch effects. Ideally, if
the batch effects are well controlled such that they are
much less significant than the main phenotype effects,
there is no need for the correction. Furthermore, careful
consideration of the batch effects during the experi-
mental protocol design can at least simplify the sources
and patterns of batch effects, which is highly preferred by
the correction methods when batch effect removal is
unavoidable.

The CIL LC-MS method, as an alternative experi-
mental workflow of quantitative metabolomics, has the
advantage of high-quality batch effect adjustment for all
labeled metabolites. However, this method cannot cope
with interbatch variations arising from sample collection
or CIL reaction. To the best of the current knowledge, we
believe that a combination of CIL and IS is the optimal
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way to deal with the batch effect issue. IS is for con-
trolling batch effects before the CIL labeling, and CIL is
for minimizing batch effects in the following steps. If we
cannot add in the ISs right after sample collection, the
performance of the IS correction will be weakened. Still,
it can monitor the extra FTCs and other sample handling
steps. The limitation of CIL could be that in some field
works where equipment is limited and quick results are
wanted, performing CIL might be impractical or too
costly.

Finally, computational implementation is an im-
portant step for the combination of IS and CIL, as well as
other data-driven corrections. Fortunately, a number of
open-source data normalization packages have been de-
veloped, and user-friendly graphical interfaces are also
emerging (B. Li et al., 2017; Luan et al., 2018). We note
that several MS vendors’ software and data output for-
mats have integrated data correction; however, if the
source codes are not open, it may not be easy to imple-
ment other correction strategies. It would be difficult for
laboratories with no strong IT support to choose the best
option for batch effect correction. We hope, in the future,
as the research community publishes more refined
methods for batch effect correction, the vendors will
adopt these methods in their software package to allow
the usage of more and better options in dealing with
different types of batch effects.

7 | CONCLUDING REMARKS

Minimizing interbatch variations is crucial in quantita-
tive metabolomics that involves the analysis of many
samples that are either collected in different batches or
analyzed in batches or a combination of two. In this re-
view, we discuss the origins and impacts of batch effects
on metabolome analysis. We provide a summary of a
number of batch effect removal methods mainly for MS-
based metabolomics. Each method of dealing with in-
terbatch variations has its own merits and limitations.
When doing quantitative metabolomics, we should plan
in advance to minimize batch variations. On the basis of
the knowledge of potential sources of batch effects,
multiple experimental steps, such as sample collection,
storage, and thawing, should be carefully controlled.
Analytical variations during sample preparation leading
to instrumental analysis should be minimized. SOPs for
running samples and analyzing the resultant data need to
be strictly followed. Batch variations or batch effects
should be evaluated after metabolome data acquisition
and initial analysis. When the evaluation step reveals
that batch effects are minor, the best strategy is not doing
correction, but treating statistical results with caution. If

batch effect removal is necessary, a combination of two
or more batch removal methods may be used to achieve
optimal and consistent results.
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